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Abstract—Medical Cyber Physical Systems (MCPS) are life-
critical networked systems of medical devices. These systems are
increasingly used in hospitals to provide high-quality healthcare
for patients. However, MCPS also bring concerns about security
and safety and new challenges to protect patients from acts
of theft or malice. In this paper, we focus our investigation
on a thorough understanding of threat modeling in MCPS.
We examine the roles of stakeholders and system components
and sketch an abstract architecture of a MCPS to demonstrate
various threat modeling options. We also discuss possible security
techniques and their applicability and utility for the design
of secure MCPS. This work forms a basis for understanding
threatening conditions in MCPS, and embarks on promising
state-of-the-art research trends for addressing MCPS security
concerns.

Index Terms—Medical information systems, Medical control
systems, Safety management, Security management

I. INTRODUCTION

Medical cyber-physical systems (MCPS) aim to improve
patient treatment effectiveness, provide intelligent information
to the caregiver, and ensure patient safety [1], [2]. These
systems enable unprecedented usage scenarios considering a
broad spectrum of the patient’s health. For examples, health-
monitoring systems continuously monitor patients’ various
body parameters in real time to improve patient treatment
effectiveness [3]. Robotic surgical systems aid surgical pro-
cedures by performing actions with smooth and feedback-
controlled motions [4]. MCPS are increasingly used in hospi-
tals to provide high-quality healthcare, and have emerged as
promising platforms for monitoring and controlling multiple
aspects of patient health.

Similar to other systems involving automated decisions with
impacts on human lives, MCPS impose numerous security
and privacy challenges that are either shared with classical
distributed systems or unique to MCPS as a result of the
nature of connected components and system requirements [5].
For example, there is no doubt that MCPS must maintain
patient’s privacy information, avoiding leakage through direct
exposure to unauthorized parties, side-channel information,
or poor system implementation practices. Securing MCPS
against malicious attacks is of paramount importance because
a compromise of the system can easily impact patient’s health
and safety [6].

The more interesting aspect of security challenges imposed
by medical cyber-physical systems lies within their unique

application requirements and characteristics, in particular their
inevitable interoperability requirement with components that
may not have been originally designed to work in an en-
vironment with untrustworthy parties. Among the security
issues that MCPS face is that operators of such systems are
likely to have limited knowledge in systems security and
privacy. As a result, a sequence of unstudied consequent
executions demanded from the system may simply jeopardize
the patient’s privacy or safety. Dedicated protocols designed
specifically for MCPS constitute another class of potential
security threats. For instance, Medical Device Plug-and-Play
(MD PnP) Interoperability initiative [2], if used without proper
threat modeling as a forefront issue, can cause a sweet spot
for attacks.

MCPS can choose to accommodate smarter and more cen-
tralized control environment that have absolute authority over
the various components of the system. The alternative is to
inject intelligent algorithms and decision making capabilities
within individual components, creating a more dynamic and
less centralized authority. In either case, one important ques-
tion needs careful investigation: what are the various levels of
threat modeling and security requirements that a MCPS should
entertain? The importance of threat modeling and analysis has
been also emphasized in recent FDA guidance documents on
pre-market submission [7] and post-market management [8]
of cyber-security in medical devices.

This work investigates a thorough understanding of threat
modeling in MCPS as a step towards patient security and
privacy. We examine the roles of stakeholders and system
components and sketch an abstract architecture of a MCPS
to demonstrate various threat modeling options. We also
comment on the role of major security techniques that have
been well established in the state-of-the-art and investigate
their applicability and utility for the design of MCPS.

II. RELATED WORK

In this section, we briefly summarize the prior work on
threat modeling in cyber-physical systems (CPS).

Threat modeling is an approach for analyzing potential
threats of a system at the design level and could possibly
provide recommendations to system designers to address these
identified threats with appropriate countermeasures. It can be
performed from different perspectives, e.g., attacker-centric
model or system-centric model [9]. Attacker-centric model



begins from identifying possible attackers, then evaluating
their goals as well as the knowledge and resources available,
and finally predicting how these goals might be achieved by
adversaries. For example, researchers proposed to use game
theory to assess security of CPS and improve the system’s
survivability in the face of strategic adversaries [10]. System-
centric model focuses on identifying all possible attacks that
target each of the system elements. Another commonly used
approach is the attack tree based modeling [11]. It represents
potential threats against a system using a tree structure, where
the root node represents the overall threat and leaf nodes
representing the different ways of attacks.

Though threat modeling has been widely explored in con-
ventional IT systems, existing threat analysis in legacy IT sys-
tems can not be directly applied to CPS due to its complexity
and the human in the loop. Javaid et al. [11] analyzed various
security threats to an unmanned aerial vehicle (UAV) system
using the attack tree approach, and proposed a cyber-security
threat model showing possible attack paths in UAV. Martins et
al. [9] adopted the Microsoft SDL Threat Modeling Tool [12]
for software-related threat modeling in CPS domain, and used
a railway temperature monitoring system as the case study
to validate the proposed approach. Nourian et al. [13] ana-
lyzed the threats exploited by Stuxnet attack, which targeted
nuclear centrifuges at the Iranian uranium enrichment plant.
The authors demonstrated that the vulnerabilities exploited by
Stuxnet could have been addressed if adopting a systems theo-
retic threat modeling approach at the design phase. Manikas et
al. [14] applied multiple-valued logic decision diagrams to
threat trees to assess the risk of medication delivery to a patient
within the traditional hospital environment.

Several recent research efforts have focused on safety
analysis of medical systems [15]–[17]. Alemzadeh et al. [15]
conducted an in-depth study of public FDA recall data to char-
acterize safety-critical computer failures in medical devices.
They found that, in many instances of recalled devices, their
safety mechanisms were not designed/implemented correctly
or they were designed without identifying and handling the
safety issues at all. Pajic et al. [16] studied the safety of a
medical device system for the physiologic closed-loop control
of drug infusion. They utilized a timed automaton model
to express the safety property of a medical system, and
modelled timing relationship between system components to
prove safety of the system.

Halperin et al. [18] presented a general framework for eval-
uating the security and privacy of wireless implantable medical
devices. Burleson et al. [19] discussed design principles for
securing implantable medical devices. Rushanan et al. [20]
emphasized the need of achieve trustworthy communication,
trustworthy software, and trustworthy hardware and sensor
interfaces in implantable medical devices and body area net-
works. Zhang et al. [21] discussed trustworthiness concerns of
medical devices and possible countermeasures against these
threats in MCPS. The authors summarized major trustwor-
thiness requirements of a MCPS, including reliability and
availability of medical devices, confidentiality and integrity of

patient data. Tamara et al. [22] analyzed cyber-security attacks
against teleoperated robotic surgery system, with a focus on
denial-of-service (DoS) attacks.

The prior work on security and threat modeling for cyber-
physical systems also shed light on similar problems with
medical cyber-physical systems. Cyber-physical systems have
common design characteristics, such as integrating compo-
nents from multiple vendors with various design goals, and are
under similar general safety requirements, such as maintaining
human lives. However, to the best of our knowledge, a
systematic analysis of security threats for modern medical CPS
systems isn’t a well studied subject in the literature.

III. TRUST AND THREAT MODELS

A. MCPS Stakeholders

A medical cyber-physical system can be designed in various
forms. We assume a centralized design model in which a
control component is in place. In this model, the control com-
ponent has two subsystems. One subsystem interacts directly
with the practitioners and the second subsystem manages
other components with direct human interactions. However,
the second subsystem does need a network interface to a
technical team to interfere when the system needs recovery
from an urgent failure.

Practitioners are the main stakeholders in MCPS. Practi-
tioners (including doctors and nurses) can have various roles
and responsibilities and may differ in their usage patterns.
For example, during an operation, an assistant nurse may be
in charge of heartbeat monitoring. She can control the elec-
trocardiography (ECG) device, which transmits current heart
conditions to another unit through a connected component.
The data may be viewed on a mobile device. In this case,
simple protocols define how users provide input to the ECG
device for only retrieving the data.

System administrators (or the technical team) are another
important group of stakeholders that maintain the system’s
reliability and availability. The system administration team
may have various responsibility levels. In one wide open case,
system administrators can be as powerful as having access to
the source code of individual system components, can temper
with any operation, and can replace executable binaries on
the devices with updated ones. A less ambitious role model
for the system administrator demands to limit the capabilities
of system administrators by mainly restricting tasks such as
having full access to the device, and thus being able to modify
the software, and by disallowing access to initiating medical
commands, such as starting (or stopping) heartbeat monitoring.

Non-medical staff can interact with individual components
in a MCPS. Office staff in a unit play important roles and can
directly work with the system. An office staff typically inputs
and retrieves patient data. Depending on hospital policies,
however, the roles of non-medical staff can differ. In some
environments, non-medical staff may not directly interact
with a MCPS component that closely interacts with patients’
body. In this scenario, non-medical staff manage patient’s data
through interaction with a demilitarized system component,



i.e., exercising limited privileges. However, the interconnected
nature of MCPS may demand an indirect link with the
interfaces provided to non-medical staff.

B. Trust Models

Trust modeling of MCPS is a particularly important and
difficult task. Trusting a particular component, software, or
stakeholder can have catastrophic consequences involving pa-
tient’s health conditions and lives. We categorize the trust
model with respect to individuals interacting with a MCPS
as follows.

1) Trustworthy users that represent relatively trustworthy
individuals. The system may not completely function
and achieve its goals without defining a set of fully
trusted users. This is despite the fact that any indi-
vidual, regardless of skills and career background, may
intentionally or unintentionally commit mistakes that can
affect patients’ lives.

2) Trusted but error-prone users are similar to fully trusted
users in their intentions but are expected to commit
mistakes due to lack of knowledge or training. Thus,
this group of users cannot handle all the tasks handled
by the fully trusted users without proper supervision or
time limitation.

3) Untrustworthy individuals exist in any environment.
They do include general users that are not authorized
to perform any medical actions or individuals that are
either stakeholders or work closely with them but are
not particularly authorized to work in a team that is
responsible for the treatment of a patient.

4) Temporarily trustworthy individuals that may need ac-
cess to a part of the system with specific operation
authorization for a limited period of time. Such indi-
viduals may not be allowed operations that can have
consequences beyond their time period. For example,
a temporarily trustworthy individual may not create a
permanent account in the system.

Individual software and hardware components of the system
can have various levels of trust, which are categorized as:

1) Trustworthy hardware or software that provide the
trusted computing base for other parts of the system.
The trustworthy hardware or software is assumed to be
well designed such that they guard against basic security
threats. Also, they should have very limited surfaces
and controlled interfaces, making the potential attacks
particularly difficult to succeed.

2) Trustworthy but vulnerable components are trusted in
the general sense that the components were designed
by a trusted engineering team and the intentions of the
software are not malicious. However, the security and
reliability of these components are not established, and
the attack surface on them is assumed to be substantially
wider than the trustworthy components.

3) Untrustworthy components are designed by teams that
are not trusted within the MCPS environment. They

may be either highly vulnerable or have mild to severe
malicious intentions. They can attempt to collect patient
data or inject malicious signals. They may temper with
the normal execution path in other components.

4) External components are any software that can interact
with the system over an open network. Such an interac-
tion is highly unexpected to happen directly. However,
external network request can penetrate a hospital system,
aiming to reach a component within MCPS. A naive de-
sign of MCPS may allow direct access through Internet.

C. Threat Models

Threat models differ depending on the trust model instan-
tiated in the system. A weak and open trust model involves
moving most of the individuals to the trustworthy category.
Similarly, the trust model can become weak if arbitrary
systems from unverified sources and vendors set to be trusted
or systems become easily accessible from Internet.

We analyze the MCPS threat models from a motivation per-
spective. Threat motivations are closely related to the functions
provided in MCPS. In general, attackers are motivated to either

1) Breach the privacy of patients by passively or actively
collecting precise data from the system. The motivation
may either be to use the data for purely commercial
purposes (directing commercials to the patient or the pa-
tient’s family) or to influence the patients’ life by means
of blackmailing or more severe attacks. For example,
an attacker may derive the existence of certain disease
of a patient by intercepting the communications of the
patient’s medial device via wireless hacking tools [18].

2) Direct influence on a patient’s health conditions is
another threat, that is often politically or criminally
motivated and targets specific individuals. For example,
a criminal hacker might inject false commands by using
wireless tools to change a medical devices state to harm
a patient’s health condition [18]. In Section IV, we
present a new architecture and a policy set that can
significantly improve the safety and security of MCPS.

D. Threat Analysis

Figure 1 lists the potential threats posed to MCPS in terms
of three security properties of the system: confidentiality,
integrity, and availability. We classify the vulnerabilities in
MCPS into four types according to their sources: 1) commu-
nication links, 2) software, 3) platform/hardware; and 4) users.
The causes of these vulnerabilities include isolation assump-
tion (i.e., neglecting security-by-design), increased connectiv-
ity, and heterogeneity [23].

Short-range wireless communications are usually used in
MCPS. The confidentiality of MCPS can be compromised by
eavesdropping due to the lack of proper encryption. An at-
tacker could exploit software vulnerabilities such as the buffer
overflow vulnerability to steal sensitive information [24]. It
is also possible the attacker physically accesses to medical
devices to intercept sensitive information. Insider attacks can
affect all the three security properties of MCPS. In addition,
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Fig. 1. Potential threats in MCPS

medical information may be leaked to unauthorized parties by
users’ inadvertent activities [25].

Integrity of a system is violated by modifying existing
information or fabricating new information [11]. Attacks infil-
trating the integrity of MCPS can be the false packet/command
injection or replaying outdated measures in the communi-
cation layer. Software based exploits are a common way
of compromising the integrity, such as overwriting sensor
values or critical control decision variables through memory
corruption attacks [26]. MCPS are also vulnerable to sensor
data spoofing attacks in the physical layer, e.g., resonant
acoustic injection attacks can disable the function of MEMS-
based gyroscopes [27].

DDoS/DoS attacks are the main threats to the availability
of MCPS, e.g., traffic jamming that disrupts communica-
tion through interference or collision, overflowing the buffer
memory of network cards, and broadcasting spoofed network
packets. By physically accessing to a medical device, it is
possible an attacker modifies system configurations or corrupt
data that impact the availability of the system.

IV. EXAMPLE ARCHITECTURE
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Fig. 2. A proposed architecture in which a number of untrustworthy
components are decoupled from the control center in a medical cyber-
physical system. The dotted lines capture flow of medical data while the
solid lines capture the action initiation direction (according to general access
control policies). The boxes represent system components and stakeholders
are mentioned in text.

Traditional clinical scenarios can be modelled as loosely
coupled “closed-loop control systems”, where patients are

plants, caregivers are the controllers, and individual medical
devices act as sensors and actuators [3]. Caregivers together
with medical devices affect the state of a patient. However,
the controller (i.e., caregiver) may not be able to continuously
monitor a large number of sensors and apply timely treat-
ments to the patient, thus, accidents caused by human errors
are inevitable. With the advancement of digital technologies,
MCPS has emerged as a promising platform to bridge the gap,
by embracing the potential of embedded software and network
connectivity in medical systems.

An architecture that considers the threat and trust models
in Section III is presented in Figure 2. The main idea of the
architecture is to decouple sensitive operations from untrust-
worthy components and individuals. Since some potentially
untrustworthy stakeholders (or components) must interact with
the system, we aim to increase the security of the system by
a mandatory first-check-then-update method. For example, if
a software failure occurs in a component, a system adminis-
trator must provide an update. This update enters an update
queue and does not take effect immediately. The updates
will only pass through, if a trusted individual views it, and
verifies its intentions, and receives a test confirmation from the
control component. Since this architecture involves medical
operations, our assumption is that the trusted individuals are
practitioners that directly work with the patient.

The central part of the architecture is the control component.
The control component is the trusted computing base for the
entire system. It must be thoroughly verified and tested before
entering operations. The core part of the control component
is a command center that receives and monitors medical com-
mands. The control component also contains several queues
of requests from untrustworthy parts including updates from
system administrators, non-medical staff, and untrustworthy
medical devices, which are all decoupled from direct interac-
tion with the patient. Further, the control component includes
testing capabilities. Dynamic and static testing tools, that can
work efficiently in real-time, must be included in the control
component for performing checks, especially on the updates
proposed by the system administrators.



V. SECURITY REMEDIES

In this section, we discuss promising approaches for secur-
ing MCPS against possible threats and attacks.

A. Anomaly Detection
Runtime monitoring of MCPS is an effective countermea-

sure against various attacks. There has been considerable re-
search activity on attack detection for CPS [28]. The majority
of existing works in this field are behavior model-based, which
can be further divided into two lines of research based on phys-
ical process models or cyber models. Physics-based models
define normal operations in CPS for anomaly detection, where
system states must follow immutable laws of physics in CPS.
Cyber-based models characterize the expected program/system
behaviors to recognize potential attacks [29], [30]. Since CPS
are application-specific, most existing works are designed
to detect specific attacks for specific applications, such as
smart grid [31], unmanned aerial vehicles [32], and industrial
control process [33]. Recent studies [26], [34] have shown that
CPS may suffer from a variety of runtime attacks, including
code-reuse attacks [35], malicious code injection [36], non-
control data attacks [37], and false data injection attacks [38].
C-FLAT [26] instruments target programs running on CPS
devices to achieve the remote attestation of execution paths
of these programs. Zimmer et al. [39] exploited worst-case
execution time information obtained through static analysis
of application code to detect code injection attacks in CPS.
In particular, Mitchell et al. [40] analyzed a behavior-rule
specification-based technique for intrusion detection in MCPS.
They proposed to transform behavior rules to a state machine,
then at runtime check against the transformed state machine
for deviation from a medical device’s behavior specification.

B. Cryptographic Measures
Cryptography is a commonly used approach for securing the

communication channel from unauthorized access. However,
most of the traditional cryptographic primitives that have been
employed in general-purpose IT systems, both ciphers and
hash functions, cannot be directly applied to MCPS due to
the size, real-time, and power constraints of medical devices.
For example, the high energy and implementation overhead
of asymmetric cryptography pose significant challenges for
encrypting sensitive data in MCPS. To mitigate this problem,
compression techniques may be used before encryption to re-
duce the overhead [21]. Lightweight cryptography has recently
received considerable attention and many lightweight block
ciphers [41]–[44] have been proposed in the literature. These
low-cost low-latency encryption techniques are proposing to
provide cryptographic building blocks for resource constrained
medical devices. Kocabas et al. [6] surveyed conventional and
emerging encryption schemes that might be used to provide
secure storage, data sharing, and computation in MCPS.

C. System Hardening
Secure execution environment can be used to defend a wide

range of threats in MCPS. Isolating security-critical applica-
tions from untrusted OS is a promising technique to enhance

MCPS security, such as by the hardware security support of In-
tel’s TrustLite or ARM’s TrustZone technologies. Shepherd et
al. [45] analyzed different technologies of trust computing and
their applications to the emerging domains of CPS, including
Trusted Platform Module (TPM), Secure Elements (SE), Hy-
pervisors and Virtualisation, Intel TXT, Trusted Execution En-
vironments (TEE) and Encrypted Execution Environment (E3).
Increasing the integrity of the underlying operating system is
a crucial step for MCPS. Previous work such as [46] achieves
higher security when untrustworthy components are present.
MCPS can benefit from inter-authentication of components
to improve the system’s integrity. Big picture analysis of the
overall distributed environment for MCPS can be achieved by
graph-theoretic methods such as the one presented in [47].
Graph-based optimization, as suggested in [47], coupled with
parameters with MCPS can provide a basis for reasoning about
the overall integrity of the system.

VI. CONCLUSIONS

A thorough understanding of threat modeling in MCPS
is a step towards improving patient security and privacy,
while benefiting from efficiency provided by MCPS. Through
sketching an abstract architecture of a MCPS, as we examined
the roles of stakeholders and components, and demonstrated
various threat modeling options in MCPS, we envision future
MCPS to enable clean security models that are verifiable.
The discussion of major security techniques to mitigate the
threats in MCPS can further enhance design decisions made in
future systems. Enhancing the security and privacy in medical
cyber-physical systems remains a serious challenge demanding
careful considerations and joint efforts by the industry, the
health systems, and the research community.
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[44] J. Borghoff, A. Canteaut, T. Güneysu, E. B. Kavun, M. Knezevic, L. R.
Knudsen, G. Leander, V. Nikov, C. Paar, C. Rechberger, P. Rombouts,
S. S. Thomsen, and T. Yalc, “Prince: A low-latency block cipher for
pervasive computing applications,” in Proceedings of the 18th Interna-
tional Conference on The Theory and Application of Cryptology and
Information Security (ASIACRYPT’12), 2012, pp. 208–225.

[45] C. Shepherd, G. Arfaoui, I. Gurulian, R. P. Lee, K. Markantonakis, R. N.
Akram, D. Sauveron, and E. Conchon, “Secure and trusted execution:
Past, present, and future - a critical review in the context of the internet
of things and cyber-physical systems,” in 2016 IEEE Trustcom, 2016,
pp. 168–177.

[46] H. M. J. Almohri, D. Yao, and D. G. Kafura, “Process authentication for
high system assurance,” IEEE Trans. Dependable Secure Computing,
vol. 11, no. 2, pp. 168–180, 2014. [Online]. Available: http:
//dx.doi.org/10.1109/TDSC.2013.29

[47] H. M. J. Almohri, L. T. Watson, D. Yao, and X. Ou, “Security
optimization of dynamic networks with probabilistic graph modeling
and linear programming,” IEEE Trans. Dependable Secure Computing,
vol. 13, no. 4, pp. 474–487, 2016. [Online]. Available: http:
//dx.doi.org/10.1109/TDSC.2015.2411264


